09/26/05 CDT Workshop (@ dt ZREfi & KZ¢)
Ver.26 4 4 5 2

A Comparison Study of
Rule Space Method and Neural

Network Model for Classifying
Individuals and It’s Applications

Atsuhiro Hayashi( )

(The National Center for
University Entrance Examinations)

(REAFE 22— BEHEFEER)

e-mall: hayashifrad.anc.ac.jp




Outline

e Educational Field

e Scoring Report
e Score with guide for next learning steps

e Rule Space Method (RSM)
e Clustering technique : Each mastering level

e Feed-Forward Neural Network Model (NNM)
e Comparison between RSM and NNM

e Science Reasoning Test (SR-Test)
¢ Introduction
¢ Experiment
¢ Extraction of Attributes

e Conclusion and Discussion




Scoring Report

¢ Learning Diagnosis

+ Not only numerical score, |
But also guide of next learning steps

¢ developing in USA

¢ Record of test :

Numerical Score |
+ | ==> More effective
guide of next learning steps

¢ “Next direction”. “Signpost”
e Evaluation <===> Teaching




2 .Rule Space Method

e A classification procedure
e Domain from educational statistics
e Conceptual framework of Psychmetrics

e Examinees ===> Knowledge States (KS)
m Master/Learning level of each examinee

e Basic idea : Tatsuoka(1980’s)
m same total score # same learning level

e In each Item : task analysis
m Cognitive processes
m Knowledge (named “Attribute”)
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Table 1

. ADDITION TEST

Item Student Answer
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Percent Correct | 66,662 | 66.662 | 66.662

¥ = incorrect response

|l = correct re=ponse generated by “buggy” method




| Student 1 : When denominators are different,
two denominators are add to numerator.
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Student 2 : When denominators are different,
the whole part are forgotten.
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Student 3 : Wrong reducing method of an improper fraction.
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2 .Rule Space Method
e A Classification procedure
e Conceptual framework of Psychmetrics
e Domain from educational statistics

e Examinees ===> Knowledge States (KS)
m Master level of each examine

e Basic idea : Tatsuoka(1980’s)
m Same total score # same learning level

e In each Item : task analysis
m Cognitive processes
m Knowledge (named “Attribute”)




Rule Space Method

e [nput Information
m Incidence matrix : item-attribute matrix
m item response pattern
e Output : Knowledge State (KS) : Cluster
m mastered/non-mastered learning level
m from item response patterns
e Results of examinees' performance on a test
A reported by total scores or scaled scores
© mastered or non-mastered. next directions

e more effective for learning




Simple Example of RSM

e Subject matter
= fraction addition problems
m / items and 5 Attributes
m 595 Cases of Item Response Patterns

10
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Description of Items by Various Combinations of Attributes
in Fraction Addition Problems, a(b/c)+d(e/f)

Attributes
Al : Separate the whole part from the fraction part when a#=0 or d=0
A2 : Get the common denominator(CD) when c&f (&%)
A3 : Convert the fraction part before getting CD
A4 : Reduce the fraction part before getting CD  (#4)
Ad : Answer to be simplified

Incidence Matrix

[tems
Attributes | I1 12 [3 [4 [5 I6 I7
Al 1T 1 01 1 1 1
A2 1 01 1 0 0 O 1
A3 1 01 01 0 O
Ad 1 1 0 0 0 0 O
Ad 1T 1 1 1 1 1 0
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Simple Example of RSM

e Subject matter
= fraction addition problems
m / items and 5 Attributes
m 595 Cases of Item Response Patterns

13
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" 3.Feéd-Forward NN Model

e Artificial NNM
m McCullock & Pitts(1943) :

¢ The model of neuron

s Hebb(1949) :

¢ Learning hypothesis :
» Number of impulses = Learning

¢ Formation of recognition and memory

e Connection type of neuron
m Feed-Forward Type : simplex
m Non-hierarchical Type (mutual link) : duplex

e From the statistical point of view :

m One method of non-linear multivariate analysis
or classification method

m Parameter estimation <===> Learning

16
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3.Feed-Forward NN Model

e Artificial NNM
m McCullock & Pitts(1943) :

¢ The model of neuron

= Hebb(1949) :

¢ Learning hypothesis :
» Number of impulses = Learning

+ Formation of recognition and memory

e Connection type of neuron
m Feed-Forward Type : simplex
= Non-hierarchical Type (mutual link) : duplex

e From the statistical point of view :

m One method of non-linear multivariate analysis
or classification method

m Parameter estimation <===> Learning
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Feed-Forward Type
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e Feed-Forward NNM

= simple formula

m can adapt non-linear relations

= number of layers

= linkage functions between units

m search of optimal weights = learning

e Attractive points <== computers power
= [ Simple formula but powerful expression
= [Learning]

e Learning algorithm

m Back

Propagation(BP) method

m A KIne

s of steepest descent method

= Avoidance of Local convergence problems
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3.Feed-Forward NN Model

e Artificial NNM
m McCullock & Pitts(1943) :

¢ The model of neuron

s Hebb(1949) :

¢ Learning hypothesis :
» Number of impulses = Learning

¢ Formation of recognition and memory

e Connection type of neuron
m Feed-Forward Type : simplex
m Non-hierarchical Type (mutual link) : duplex

e From the statistical point of view :

m One method of non-linear multivariate analysis
or classification method

m Parameter estimation <===> Learning
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5.Comparison Study

e Subject matter
m fraction addition problems
m / items and 5 Attributes,
m 595 Cases of Item Response Patterns

e Comparison
m Focusing on the structure of NNM and
Knowledge States in the RSM.

e Three-layers NNM <===> KS In RSM

m input layer <===items
m output layer <=== Attributes
m middle layer ===> KS?

e Several numerical examples

24
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e Step 1 : construct NN
ltem ==> Middle ==> Attribute
= Number of units in middle layer : 5, 6, 7

= Behavior of middle layer
m Middle layer : Same structure with Incidence matrix

e Step 2 : validity check

# of Training Set + # of Validation Set = 595 cases
m High re-predictive structure
m Stable

e Step 3 : KS for middle layer

ltem ==> Middle ==> Prob. of Attribute from RSM
m Behavior of middle layer

m found close similarities in their results
m although they were not identical
m can not find the clear relation

26







Incidence VatriX  [tems

Attributes | I1 12 13 14 15 16 I7
Al T 1 0 1 1 1 1
A2 10 1 1 0 0 O 1
AB |1 01 01 0O
Ad 11 1 0 0 0 0O
AS |1 1111 1 0

UM

28




e Step 1 : construct NN
ltem ==> Middle ==> Attribute
m Number of units in middle layer : 5, 6, 7

m Behavior of middle layer
s Middle layer : Same structure with Incidence matrix

e Step 2 : validity check
# of Training Set + # of Validation Set = 595 cases

m High re-predictive structure
m Stable

e Step 3 : KS for middle layer
ltem ==> Middle ==> Prob. of Attribute from RSM
m Behavior of middle layer

m found close similarities in their results
m although they were not identical
m can not find the clear relation

29
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e Stepl: construct NN

ltem ==> Middle ==> Attribute

m Number of units in middle layer : 5, 6, 7

m Behavior of middle layer

m Middle layer : Same structure with Incidence matrix

e Step 2 : validity check

# of Training Set + # of Validation Set = 595 cases
= High re-predictive structure
= Stable

e Step 3 : KS for middle layer

ltem ==> Middle ==> Prob. of Attribute from RSM
= Behavior of middle layer

m found close similarities in their results
= although they were not identical
m can not find the clear relation

81




4.5cience Reasoning Test sres

e An entrance examination test

m student's interpretation, analysis, evaluation,
reasoning, and problem-solving skills

e A set of multiple choice questions

e Problem-solving skills from containing
iInformation <==> ordinary test
e Do not need knowledge about it's information
e Pick out some from containing information

e Providing style of scientific information
e 3types

32




ACT

e AAP : ACT Assessment Program

s 0000 ACT, Inc. OO0
(American College Testing, Inc.)

oot odtin

- 70
- 60
- 40

(45
(60
(35

)
)

) (reading comprehension)

m Science Reasoning Test - 4001 (3501)
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Scientific information

e Data representation

= Graphic, tabular material

m graph reading, interpretation of scatter plots, and
Interpretation of information

e Research summaries

® onhe or more related experiments
= interpretation of experimental results

e Conflicting viewpoints

m several hypotheses or views

m being based on differing premises or on incomplete
data, are inconsistent with one another

m understanding, analysis, and comparison of
alternative viewpoints or hypotheses.

35




atomic nomber {7}

Passage 1 Data representation

All atoms of a given element have the same number of protons (positively
charged particles) in the nucleus and electrons (negatively charged particles) in
the surrounding space. This number is called the atomic number, symbolized by
Z. The mass of an atom is the m number, symbolized by A. The mass number is
found by adding the number of protons and neutrons (neutral, uncharged,
particles) in the nucleus.

mass number

™~

%X - element symbol

atomic number

__Isotopes are atoms of the same element having the same atomic number but
different mass numbers. The stable isotopes of some common elements and
their abundance are shown in the followina table.
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Passage 2

A scientist wanted to determine how sunshine and
temperature influence the development of a tree branch.

Experiment 1

During the spring, a mature pine tree located on the
south slope of a mountain was selected. One of its branches
was tightly enclosed in a clear plastic bag. For a 24-hour
period, air was drawn into the bag and exhausted hourly,
so the carbon dioxide (CO,) content of the air inside and
outside the bag could be measured. A nearby device
measured the sunlight intensity in Langleys per minute and
air temperature in centigrade (°C). Temperatures ranged
fromalow of 2° C between 9 P.M.and 6 A.M.and rosetoa
maximum of 18° C between 11 AM. and 2 P.M. It was
noticed that the diameter of the branch decreased toward a

minimum, which remained constant between 10 A.M. and -

4 PM., and increased to a maximum, which remained
constant between 9 P.M. and 7 A.M. The sunlight intensity
readings are shown in Figure ! and the CO, exchange
readings in Figure 2.

(Note: Positive CO, readings indicate emission; negative
readings indicate absorption.)
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Research summaries

Experiment 2

Experiment | was repeated on the same tree branch,
except the readings were taken during a 24-hour period
during autumn. The temperature ranged from a low of
-1° C between 6 P.M. and 6 AM., to a high of 17° C
between 9 A.M. and 2 P.M. The diameter of the tree branch
decreased to a minimum value, which remained constant

-between | P.M. and 5 P.M,, then increased to a maximum,

which remained constant between 10 P.M. and 8 A.M. The
sunlight intensity readings are shown in Figure 3 and the
CO; readings in Figure 4.
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Passage 4

Gravitation is the attractive force that all masses exert
on other masses. 1t increases as the masses of the attracting
objects increase. However, when large stars explode or
undergo rap:d changes in motion, gravitational radiation is
emitted. Gravitational radiation moves away from its
source at the speed of light {3 = 10° km/sec) as ripples or
waves traveling through the otherwise smooth gravitational
fietd of space. This is ¢imilar in concept to the way water
waves travel along the otherwise smooth liquid surface.

However, gravitational waves are special because as they
pass, they cause matier to distort as shawn below,

passing gravitational

andistorted ring of matter distorted ring of matter

Since gravitational waves are cxtremely weak and
therefore hard to detect, two physicists discuss alternative
methods of detecting them.

Physicise |

[ N Py | N § (N £ - 1

Physicist 2

Conflicting viewpoints

Since the energy in traveling gravitational waves is so
low, & very long antenna is needed to detect them. Lasers
will be used to detect the changes in distance between
lecations in an L-shaped antenna, as shown below. Detec-
ton of gravitational waves will be possible because as they
pass through the antenna, the lengths of the tunnels will
change by different amounts. :

mass

[:J - ;un nels

/
Mass

mass
and

fazer

Because this antenna is not a vibrating cylinder, it will
be ],000 times more sensitive than Physicist 15 antennas.
In addition, iike water waves, different gravitational waves
have different wavelengths Physicist 1's vibrating eylinder
antennas can only detect gravitational waves that have a
few specific wavelengths. The antenna will be able 1o detect
gravitational waves with a wide range of wavelengths.

D1. According to Physicist 2, Physicist 1's antenna is
ineffective because it is;

F. not properiy shielded from Earth vibrations.
G. not sensitive enough,

38
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5. Numerical Example

e / Passages (Total 40 Items)
e 280 first-year students of Univ.

e 45 miInutes

e Distribution Of Correct Answers
e Almost Symmetrical Distribution
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An example of Incidence Matrix

e Task Analysis :
m Extraction of Attribute, refining
m Domain Expert of these subject, teacher

e Reducing : Number of Attributes : 80 — 39
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Figure 1 : A tree representation of Knowledge States for the SR-Test data
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Rule Space Method

e SR-Test example

m 3 Key points
¢ Logical relations in sentences [6] : Consideration
¢ [f-Then Reasoning [8] . Consideration
¢ Understanding about gravitation [9] : Fact

m 2 sub-key points
¢ Case reasoning [5] . Consideration
¢ Understanding about isotope [2] : Fact

e Validation of classification
m Characteristics in each KS (cluster)
m [tem Response Pattern

46




Another Application

e Experimental Project:

100000
e I OUDOODOO
e 60 miInutes eac
e Easier than NC

e For junior col

(Integrated-type examination)
(@ Oh)
N

UEE Test
lege ===> X

e For entered students In University
e In OO : 3 booklets : JOOOKOOOCO O
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Atribute (FEEEES-SHES)

C1  : Basic concepts, properties and operations in whole numbers and integers
Lz : Basic concepta, properties and operations in Tractions and decimals

C27 . MIBEY : irrational number

3 : Basic concepta properties and operations in elementary algebra

C37 Tﬁ&fﬁﬁﬂﬁéﬁ%, Jo— F DBEOEEET © advanced algebra

C4 : Basic conceptz properties of two-dimensioral Geometry

C4" : =8 @ trigonometry

C5 : Data and basic statistics

Cb" @ combinatrix and probability

C6  : Using tools to measure (or estimating) length, time, angle, temperature

P1 : Translate/formulate equations and expression to solwve a program

P2 Computational applications of knowledge in arithmetic and geometry

P3 o Judgmental applications of knowledge in arithmetic and geometry

P4 : Applving rules in algebra

Pb @ Logical reasoning —— includes case reasoning, deductive thinking skills, if-then, necessary and s
F5" : Case reasoning

PE  : Problem Search; &nalvtic Thinking, Problem Restructuring and Inductive Thinking

Py : Gererating, visualizing, and reading Figures and Graphs

P9 : Management of Data and Frocedures

P10 : Ouantitative and Logical Reading such as "at least”, "must™ or "less than”, "more than™, "negati
P31 : Interpretation : =LAz

517 ¢ Number Conversion

52 0 hpply number pr@pert|ez and relationship; number sense/number |ine

S27 0 NAGETE Exponent : Computaion of Exponent or Logar ithm

53 1 lUsing figures, tableS charts and graphs

540 ﬁppraﬁlmatlaﬂfEstlwatlon

Sb o Evaluate/Verifv/Check Options

S6  : Patterns and relationship (be able to apply inductive thinking skills)
57 o lUsing proportional reasoning

S11T : Using words to communicate guestions (word problem)
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Result: ?
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Rule Space Method

e Task Analysis <=== Key point

m Extraction of Incidence matrix is a very
laborious work

m Need experts' intense cooperation
m require careful investigation
m solution strategies for each item

e NNM may help the Task Analysis in RSM
m complementary characteristics
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6.Discussion and Conclusions

e relationship
= the middle layer of NNM
= the Knowledge States in the RSM

e from the results of these experiments

m not always same behaviors
¢ sometime different
m But predicted values are close : Validity

m complementary characteristics
# each other

e meaning of middle layer in NNM # KS
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e Step 4(future) : search new attributes
m similarities and usefulness
m supplements weaknesses existing in the RSM

m for replacing a task analysis required in making

Incidence matrixes
m Assist with NNM?

e Realize the better Scoring Report
e Good educational environment

56




e Some open problems
= humber of units in middle layer
m initial values of weight wi and threshold 6
m local convergence problems in training step

m interpretation of each parameters and each layers
IN non-linear relation

m relation between number of units and time of
iteration In training

m Improve of convergence speed

e Some related topics
m Facet Theory
m POSA (Partial Order Scalogram Analysis) e




HBLEWL

End of this Presentation
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